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Overview of Lesson 

• Introduction 
• System  Troubleshooting Topics 

– System Per formance Monitori ng 
– Problem Analysis/Tr oubleshooting 
– Trouble Ticket (TT) 
– Diagn osing Netw ork Communications Pr oblems 

• Practi cal  Exercise 
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Objectives 

•	 Overall: Proficiency in methodology and 
procedures for system troubleshooting for ECS 

– Conduct system per formance monitoring 
– Perform problem analysis and troubleshooting 
– Set up trouble ticket users and configuration 
– Diagn ose netw ork communicati ons problems 
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Importance 

Lesson helps prepare several ECS r oles for 
effective system troubleshooting, maintenance, 
and problem resolution: 

•	 DAAC Computer Operator, System Admin
istrator , and Maintenance Coordinator 

•	 SEO System  Adm inistrator, System Engineer , 
System  Test Engineer , and Software 
Maintenance Engineer 

•	 DAAC System Engineers, System Test 
Engineers, Maintenance Engineers 
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System Performance Monitorin g 

• Maintain ing  Operatio nal Readiness 
–	 System ope rators  -- close  monitoring of progr ess and 

status 
• Notice any se rious degradation of syste m performa nce 

–	 System administrato rs and system maintenance 
personnel -- monitor overall system functions and 
performance 

• Adminis trative and maintenance over sight of sy stem 
• Watch for syste m problem aler ts 
•	 Use mon itorin g tools to  create special monito ring 

capabilities 
• Check fo r noti ficati on of system events 
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Checking  Network Hea lth & Status 

• HP Open View system managem ent tool 
– Site-wi de view  of networ k and system  resources 
– Status information on r esour ces 
– Event notifications and background information 
–	 Operato r inter face for  star ting servers and managing 

resources 

• HP Open View m onitoring capabilities 
–	 Network map sho wing elemen ts and services wi th color 

alerts to indicate pr ob lems 
– Indication of networ k and server status and changes 
– Creation of submaps for special  monitoring 
– Event notifications 
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HP Open View Network Maps 

625 CD 
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Network Discovery and Status 

•	 HP OpenView discovers and maps networ k and its 
elements 
– Configured to display status 
– Network maps set for r ead-wri te 
– IP Map application enabled 

• HP OpenView Network Node Manager start-up 
–	 Network management processes must be running 

• ovwd b, trapd , ovtopmd, ovactio nd, snmpColl ect, netmo n 

– Check using command: ovstatus 

• Status categor ies 
– Administr ative: Not propagated 
– Operational: Propagated from child to parent 

• Compound Status: How status is propagated 
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HP OpenView Default Status Colors 

Status Conditi on Symbol Color Connecti on Col or 
Unmanaged (a) Off-white Black 

Testing (a) Salmon Salmon 

Restricted (a) Tan Tan 

Disabled (a) Dark Brown Dark Brown 
Unknown (o) Blue Black 
Normal (o) Green Green 
Warning (o) Cyan Cyan 

Minor/Marginal (o) Yellow Yellow 
Major (o) Orange Orange 

Critical (o) Red Red 

(a) Administrative Status (o) Operational Status
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Monitorin g: Check  for Color Alerts 

• Open a map 
• Compound Status set to default 
• Color indicates operational status 
•	 Follow color indication for abnormal status to 

isolate pr oblem 
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Monitorin g: Check for New Nodes 

• IP Map application enabled 
– Automatic d iscove ry of IP-addr essable nodes 
– Creation of object for  each node 
– Creation and display of symbols 
– Creation of hier archy of submap s 

• Internet subm ap 
• Network su bmaps 
• Segmen t submaps 
• Node sub maps 

• Autolayout 
– Enabled: Symbols on map 
– Disabled: Symbols in N ew Object H olding A rea 
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Monitorin g: Special Submaps 

• Logical vs . physical organization 
•	 Create map tailored for  special monitoring 

purpose 
• Two types and access options 

– Independent of hierar chy,  opened by m enu and dialog 
–	 Child of a  parent ob ject, acces sible  th rough symbol on 

parent 
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Monitorin g: Event Notifications 

• Event: a change on the network 
– Registers in appr opr iate Events Brow ser w indow 
– Button  color change in Event Categori es window 

• Event Categories 
– Error  events 
– Threshold events 
– Status events 
– Configuration events 
– Applic ation ale rt ev ents 
– ECS events (v arious ) 
– All even ts 
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Accessin g the EBnet Web Pa ge 

• EBnet is a WAN for ECS connectivity 
– DAACs, EDOS, and ot her EOSDIS sites 
– Interf ace to N ASA Science Int ernet (N SI) 
–	 Transports s pacec raft comm and, control,  and sc ience 

data 
– Transports mi ssion critical data 
– Transports science instr ument data an d processed data 
– Suppor ts internal EOSDIS communications 
– Inter face to Excha nge LANs 

• EBnet home page URL 
– http:// bernoulli. gsfc.nasa.gov/EBnet/ 
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EBnet Home Pa ge 
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Analysis/Troubleshootin g: System 

•	 COTS product alerts and warnings 
(e.g., HP OpenView, Auto Sys/Xpert, Tivoli ) 

•	 COTS product error messages and event logs 
(e.g., HP OpenView, Tivoli, C learCase) 

• ECS Custom Software Error Messages 
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Systematic Troubleshootin g 

• Thorough documentation of the problem 
– Date/ti me of problem occur rence 
– Hardware/softw are 
– Initiating cond itions 
– Symptoms 

• Verification 
–	 Identify/r eview relevant publi cations (e.g., CO TS product 

manual s, ECS tools and pr ocedures manuals) 
– Repl icate pr oblem 

• Identification 
– Review  product/ subsystem logs 
– Review ECS error me ssage s 

• Analysis 
–	 Detailed e vent re view  (e.g., HP OpenVi ew Event 

Browser) 
– Determination of cause/action 
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ECS Assistant vs. HP OpenView 

• HP OpenView 
– Dynamic 
– Real-time 
– SNMP 
–	 Only one instance  at a tim e can be use d to m anage 

system, a nd curr ent ECS im plementation is  incomple te 
• ECS Assistant 

– Permits view ing server logs 
• <Server >.ALOG 
• <Server >Debug .log 
• Located i n /usr/ecs/mode /CUSTOM/log s 

– Independently availabl e at each host 
– Log Vi ewing and Limi ted Monitoring 
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ECS Assistant Mana ger Windows 
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ECS Assistant Monitor Windows 

20 
625-CD-017-002 



Analysis/Troubleshootin g: Hardware 

• ECS hardware is COTS 
• System  troubleshooting principles apply 
• HP OpenView for quick assessment of status 
•	 HP OpenView Event Log Browser for event 

sequence 
• Initia l troubles hooting 

–	 Review  error  message against har dware operator 
manual 

– Verify connections (pow er, netw ork,  interface cables) 
– Run inter nal systems and/or networ k diag nosti cs 
– Review  system l ogs for evidence of previous problems 
– Attempt system r eboot 
–	 If proble m is hardw are, report  it  to the DAAC M aint en

ance Coordinator , who prep ares a maintenance Wo rk 
Order  using I LM softw are 

21 
625-CD-017-002 



XRP-II Main Screen 
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XRP-II ILM Hierarchical Menu 
Structure 

Baseli ne Management System Tools 

Main 

ILM Main Men u System  Utili ties MenuILM Main Men u 

EIN Entry 
EIN Manager
EIN Structure Manager 
EIN Inventory Query 

EIN Menu 

EIN Installation 
EIN Shipment 
EIN Transfer 
EIN Archive 
EIN Relocation 
Inventory Transaction Query 

EIN Transactions 

ILM Inventory Reports 
EIN Structure Reports 
Install/Receipt Report 
EIN Shipment Reports 

ILM Report Menu 

Transaction History Reports 
PO Receipt Reports 
Installation Summary Reports 

Order Point Parameters Manager
Generate Order Point Recommendations 
Recommended Orders Manager
Transfer Order Point Orders 
Consumable Inventory Query
Spares Inventory Query
Transfer Consumable & Spare Mat’l 

Inventory Ordering Menu 

Material Requisition Manager 
Material Requisition Master 
Purchase Order Entry 
Purchase Order Modification 
Purchase Order Print 
Purchase Order Status 
Receipt Confirmation 
Print Receipt Reports
Purchase Order Processing 
Vendor Master Manager 

PO/Receiving Menu 

Maintenance Codes 
Maintenance Contracts 
Authorized Employees
Work Order Entry
Work Order Modification 
Preventative Maintenance Items 
Work Order Parts Replacement History
Maintenance Work Order Reports 
Work Order Status Reports 

Maintenance Menu 

Employee Manager
Assembly Manager
System Parameters Manager
Inventory Location Manager
Buyer Manager
Hardware/Software Codes 
Status Code Manager
Report Number 
Export Inventory Data 

ILM Master Menu 

Transaction Log
Transaction Archive 
OEM Part Numbers 
Shipment Number Manager
Carriers 23 
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ILM Work Order Entry Screen 
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Hardware Problems: (Continued) 

•	 Difficult problem s may r equire team attack by 
Maintenance Coordinator, System Administrator, 
and Networ k Administr ator: 

–	 spec ific tr ouble shooting proce dures descr ibed in COTS 
hardware manuals 

– non-replacemen t intervention (e.g., adj ustment) 
– replace  hardw are with ma inte nance spar e 

• locall y purchased (non -sto cked) i tem 
•	 install ed spares (e.g. , RAID storag e, power suppl ies, 

netwo rk card s, tape drives) 
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Hardware Problems: (Continued) 

•	 If no resolution with local staff, maintenance 
support contractor  may be called 
–	 Update ILM maintenance record w ith problem data, 

support pr ovider  data 
– Call technical su ppor t center 
– Faci litate s ite access  by the te chnicia n 
– Update ILM recor d wi th data on the servi ce call 
– If a part is  repl aced, additional da ta for ILM  record 

• Part number of new i tem 
• Serial numbers (new and o ld) 
• Equipment Identification Number (EIN) of new item 
• Model number (Note: may req uire CCR) 
• Name of item repl aced 
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ILM Work Order Modification 

•	 Completion of Work Order Entry copies active 
children of par ent EIN into the wor k order 

•	 Use Work Order Modification screen to enter 
down times, and vendor times and notes 

•	 From Work Order Modification screen, Items Page 
is used to recor d details 
– Which item (or items) failed 
– New replacement i tems 
– Notes concer ning the failur e 
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Non-Standard Hardware Support 

•	 For especially difficult cases, or if technical 
support is unsatisfactory 

– Escal ation of the  problem 
• Obtain attentio n of supp ort contracto r managemen t 
• Call techni cal suppo rt center 

– Time and Material (T&M) Suppo rt 
• Last resort fo r missio n-cri tical  repairs 
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Preventive Maintenance 

•	 Only  elements  that may require P M are the 
EMASS/STK robot and tape dr ives 

– Scheduled by local  Maintenance Coordinator 

–	 Coordinated w ith maintenance organization and using 
organ ization 

•	 Schedul ed to be performed by mai ntenance organizatio n 
and to coi ncide w ith any correcti ve maintenance if possibl e 

• Schedul ed to minimize o peratio nal i mpact 

– Documented using ILM  Preventi ve Maintenance record 
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Troubleshootin g COTS Software 

Issues 
• Software use licenses 
• Obtaining telephone assistance 
• Obtaining software patches 
• Obtaining s oftwa re upgra des 

Vendor  support contracts 
• First year warranty 
• Subsequent years contracts 
• Database at ILS office 
• Contact ILS Logistics Engineer 

– E-mail: ils maint@ ecs.hi tc .com 
– Telephone : 1-800-ECS-DATA (327-3282) 30 
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COTS Software Licenses 

Maintained in a property database by ECS Proper ty 
Administrator 

Software Restriction 
Major COTS Software License Restrictions 

HP OpenView 

AutoSys 

ClearCase 

DDTS 

One site license, unlimited users (viewers) 

Only one instance at a time may be active 

Five users concurrently 

Virtually unlimited (10,000 users) 
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COTS Software Installation 

•	 COTS software is installed with any appr opriate 
ECS customization 

•	 Final Version Description Document (VDD) 
available 

•	 Any residual media and comm ercial 
documentation should be protected (e.g., stored 
in locked cabinet, with access controlled by on-
duty Operations Coordinator) 
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COTS Software Support 

• System atic initial troubleshooting 
–	 Softw are Event Br ows er (e.g., HP OpenView  Event 

Browser) to r eview event s equence 
– Review  error  messages, prep are Trouble Ticket (TT) 
– Review system l ogs for pre vious occurr ences 
– Attempt software reload 
– Repor t to Maintenance Coor dinator (forw ard TT) 

• Additional troubleshooting 
– Procedur es in COTS manuals 
– Vendor si te on Wo rld Wide Web 
– Softw are diagnostics 
– Local  proced ures 
– Adjustment of tunable parameter s 

33 
625-CD-017-002 



COTS Software Support (Cont.) 

• Organize available data, update TT 
–	 Locate contact informati on for  softw are vendor 

technical su ppor t center /help desk (telep hone number, 
name, authorization co de) 

• Contact technical support center/help desk 
– Provide  backgr ound data 
– Obtain ca se reference numbe r 
– Update T T 
– Notify or iginator of the pr oblem that hel p is ini tiated 

• Coordinate with vendor and CM, update TT 
–	 Work w ith tec hnical support ce nter/hel p desk (e.g., 

troubleshoo ting, p atch, work-around) 
– CCB author ization re qui red f or  patch 
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COTS Software Support (Cont.) 

• Escalation may be required, e.g., if there is: 
– Lack of timely solution 
–	 Unsati sfactory perfor mance of technical support 

center/hel p desk 

• Notify System Operations Support (SOS)/SEO 
– Senior Systems Engineer s 
–	 ILS Logistics Engineer coo rdination for escalation 

within ven dor  organization 
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Troubleshootin g of Custom Software 

• Code maintained at ECS Development Facility 
• ClearCase  for library storage and maintenance 
• Sources of maintenance changes 

– ESDIS CCB di rect ives 
– Site-level CCB di rectives 
– Developer  modifications or up grades 
– Trouble Tickets 
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Implementation of Modifications 

•	 Responsible Engineer (RE) selected by each ECS 
organization 

• SOS RE establishes set of CCRs for build 
• Site/Center RE determ ines site-unique extensions 
•	 System  and center REs establish schedules for 

implementation, integration, and test 
• SOS RE maintains CCR lists and schedule 
• SOS RE maintains  VDD 
•	 RE or team for CCR obtains source code/files, 

implements change, per forms programm er 
testing, updates documentation 
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Custom Software Support 

•	 Scienc e softwa re maintena nce not re sponsibility 
of ECS on-site maintenance engineers 

• Sources of  Troubl e Ticket s fo r cust om sof tware 
– Anomal ies 
– Appar ent incor rect exec uti on by softw are 
– Ineffici encie s 
– Sub-optimal use of sy stem r esour ces 
–	 TTs may be submitted by users,  operator s, customers, 

analysts, maintenance personnel, management 
– TTs captu re sup por ting info rmation an d data on problem 
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Custom Software Support (Cont.) 

• Troubleshooting is ad hoc, but system atic 
•	 For problem caused by non-ECS element, TT and 

data are provided to maintainer at that element 
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General ECS Troubleshootin g


Symptom/Probl em Response 

Attempt to cdsping a server finds 
the server "not listening" and/or 
server logs show error message 
suggesting DCE connection 
problem (e.g., "Binding not found in 
cache" or, at start up, message 
concerning PF Init or DCE problem). 

Ensure that the host is “up." Execute ps -ef | grep <server 
process> to check that the server is "up;" if server is "down," 
restart it, using HP Open View. 
[For detailed instructions refer to Starting and Shut ting Dow n 
Servers from HP OpenView Procedure (System Administration 
lesson, 625-CD-004-002).] 

The cdsbrowser shows DCE entries 
for the server are missing. 

If DCE entries are missing, have the Operations Supervisor or 
DCE administrator restart DCE on the host for which entries are 
missing. 
[For detailed instructions on checking DCE entries, refer to the 
procedure for Using t he cds browser to che ck DCE entries 
(subsequent section of this lesson).] 

The cdsbrowser or the server .CFG 
file indicates that a call to another 
server requires a DCE entry 
different from the one actually being 
used by the server/client for the call. 

1. Check the server log for messages indicating a DCE error or 
connectivity error (e.g., "Cannot reach . . .") 

2. Ensure that the call name (as reflected in the server .CFG file 
or in the cdsbrowser) is being used for the call.  If it is not, use 
ECS Assist to make a CDS entry, or call the DCE 
Administrator for help. 

[For detailed instructions refer to the procedure for Viewing l ogs 
wi th ECS Assistant (previous section of this lesson) and the 
procedure for Using t he cds browser to che ck DCE entries 
(subsequent section of this lesson).] 

Server cannot access the database. 1. Check server logs; execute ps -ef | grep dataserver for to 
check for Sybase error. 

2. Execute ps -ef | grep sqs and check dates to ensure that sqs 
was started after Sybase. 

3. If necessary, restart the server to re-establish the connection. 
[For detailed instructions refer to the procedures for Viewing l ogs 
wi th ECS Assistant (previous section of this lesson) and Starting 
and Shut ting Down S ervers from HP OpenView Procedure 
(System Administration lesson, 625-CD-004-002).] 40
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General ECS Troubleshootin g (Cont.)


Symp tom/Prob lem Response 

File path incorrect. Examine the server log to ensure that the file for which the server 
is looking exists in the path where it is looking. E.g., if the file is for 
a recently-arrived Data Availability Notice (DAN) for Ingest, the 
path should appear in the log. If the path is incorrect, it may be 
necessary to move the file. 
[For detailed instructions refer to the procedures for Viewing l ogs 
with ECS Assist ant (previous section of this lesson).] 

Incorrect account privileges. Examine the server log for an attempt to write to the database with 
the result "Permission Denied."  Incorrect permissions can be 
corrected by using a different account with the correct permissions, 
or by having the Database Administrator reset the permissions. 
[For detailed instructions refer to the procedures for Viewing l ogs 
with ECS Assist ant (previous section of this lesson).] 

Mount point missing. Log in to the machine that the server is trying to access and look at 
the mount point; i.e., change directory to 
/usr/ecs/<mode>/CUSTOM/<HWCI>/<machine name>/data, and 
execute ls . If there is nothing returned, the mount point is gone, 
and it will be necessary to re-boot the machine. 

ESDT problems 1. Ensure that the involved subsystems/CSCIs are installed and 
that associated servers are functioning; i.e., launch the SDSRV 
GUI and the SBSRV GUI, and use ECS Assistant to check IOS 
(formerly ADSRV) and DDICT. If these CSCIs are not properly 
installed and servers are not running, it may be necessary to 
re-install them and restart servers. 

[For detailed instructions refer to the procedures for Usin g the 
ECS Assis tant Server Mon itor (previous section of this lesson) 
and Start ing and  Shutting  Down Server s f rom HP OpenView 
Procedu re (System Administration lesson, 625-CD-004-002).] 
2. List the files in the SDSRV .cfg directory to ensure the 

presence of *.evt files (Note: These will be in SDSRV database 
in Release 5A).  If there are no *.evt files, re-installation may 
be necessary. 

3. Examine SDSRV log files to ensure that SDSRV 
communicated with IOS and SBSRV. If not, check for 
connection/DCE problems (refer to Response to DCE 
connection problems, first three entries in this table). 

[For detailed instructions refer to the procedures for Viewing l ogs 
with ECS Assist ant (previous section of this lesson).] 
4. Ensure collection mapping for DDICT; when an ESDT is 

re-installed, or when a new ESDT is installed, it is necessary to 
use the Data Dictionary Maintenance Tool to update the 
mapping for all collections. 

[For detailed instructions refer to the procedure for Update Data 
Dict ion ary At tribu te/Keyword Map ping (in User Services 
Lesson, 625-CD-013-002).] 
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General ECS Troubleshootin g (Cont.)


Symptom/Probl em Response 

V0GTWY/DDICT connectivity 
problem 

Perform a data dictionary search using the V0 IMS Web Client or 
B0SOT. 
1. Ensure that the V0GTWY is using a valid isql query. 
2. Ensure that the V0GTWY and DDICT databases match up 

correctly. 

Problem with SDSRV triggers to 
SBSRV 

Use the SBSRV GUI to add an FTPpush subscription for insertion 
of a small data file (e.g., AST_L1BT), and an FTP push 
subscription for output data from a PGE [e.g., ASTER output data 
from ETS (AST_08)] 
1. Ensure that you can access SBSRV. 
2. Ensure that you can access the database with the userID and 

password used by the server. 

Granule insertion problems Insert a small file (e.g., AST_L1BT), either using Ingest or using the 
DSS Driver 
1. Determine if the insertion is reflected in the Archive directory 

(on x0drg01, look for /dss_stk1/<mode>/<data_type>). 
2. Determine if the insertion is reflected in the inventory database 

used by SDSRV. 
3. Ensure that the directory from or to which the copy is being 

made is visible on the machine being used. 
4. Examine the server logs to determine where communication 

breaks down. 
5. Determine if a staging disk was created (examine he drp- or 

icl-mounted staging directory). 
6. Ensure that the Archive volume groups are set up correctly. 
[For detailed instructions, refer to Use Storage Managem ent  GUIs 
to Display Ar chi ve Path Inform ation (Archive Lesson, 625-CD-
010-002).] 
7. Ensure that the volume groups are on line. 
[For detailed instructions, refer to Using the AMASS GUI to View 
Volum e Group  and Volume Information (Archive Lesson, 625-
CD-010-002).] 
8. Examine server logs to determine if the subscription was 

triggered by the insertion (i.e., Did SDSRV send a trigger? Did 
SBSRV receive the trigger? Did SBSRV send SDSRV an 
acquire request? Did SDSRV receive the acquire? Was an e-
mail notification sent to the user identified in the subscription?) 

[For detailed instructions refer to the procedures for Viewing l ogs 
wi th ECS Assist ant (previous section of this lesson).] 
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General ECS Troubleshootin g (Cont.)


Symptom/Prob lem Response 

PGE problems Insert a small file using the DSS Driver. 
1. Check that SDSRV and STMGT are inserting and archiving 

properly (refer to Response to Granule insertion problems). 
2. Determine if the PDPS mount point is visible on x0acs03 (or 

n0acs04 at NSIDC) and on x0drg01. 
3. Examine server logs to determine if PDPS communicated with 

SDSRV. 

Ingest problems Perform test ingests of appropriate types (i.e., polling ingest of 
MODIS L0 data, ingest of AST_L1BT data from D3 tape, polling 
ingest  of Attitude data without delivery record, polling ingest of L7 
IAS data with delivery record, auto ingest of L7 Format 1 and 
Format 2 data). 
1. In each case, check that SDSRV and STMGT are inserting 

and archiving properly (refer to Response to Granule insertion 
problems). 

2. Check archive and inventory databases (refer to Response to 
Granule insertion problems). 

Problems with FTPpush from 
SDSRV 

Perform checks when using DSS Driver to insert files needed for 
PGEs. 
1. Use the DDIST GUI to determine if DDIST has a request for 

the data and to view the request for push of the files from 
SDSRV for data processing. 

[For detailed instructions refer to Monit or Ar chive Requests 
Procedu re (Archive Lesson, 625-CD-010-002).] 
2. Examine server logs to determine if the files were pushed to 

the correct directory.  If there is no entry, it may be necessary 
to restart the server. 

[For detailed instructions refer to the procedures for Viewing log s 
with ECS Ass ist ant (previous section of this lesson) and Starting 
and Shutting Do wn Servers f rom HP OpenView Procedure 
(System Administration lesson, 625-CD-004-002).] 
3. On the machine to which the files are being pushed, execute 

ls  -l command(s) to determine if the directory exists. If it does 
not, execute md <dir ectory name> to create it. 

4. Examine the server log for an attempt to write to the directory 
with the result "Permission Denied."  Incorrect permissions can 
be corrected by using a different account with the correct 
permissions, or by having the permissions reset. 

[For detailed instructions refer to the procedures for Viewing log s 
with ECS Ass ist ant (previous section of this lesson).] 
5. Determine if there are data in the staging area for the push. 
6. Examine the server logs to determine the last successful 

communication. 
7. Determine if the FtpDisServer could find the ftp_popen exec. 
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General ECS Troubleshootin g (Cont.)


Symptom/P roble m Respons e 

Delivered Algorithm Package (DAP) 
insertion problems 

1. Check appropriate insertion functions (refer to Response to 
Granule insertion problems). 

2. Check Archive and Inventory databases (refer to Response to 
Granule insertion problems). 

3. Check functions as for other acquires by FTPpush (refer to 
Response to Problems with FTPpush from SDSRV). 

Problems with other SSI&T tools 
and GUIs 

1. Ensure that the subsystem/CSCIs are correctly installed [i.e., 
use ECS Assistant to check Algorithm and Test Tools (AITTL)]. 

[For detailed instructions, refer to Handling an ES DT Inst allat ion 
Failure  (Appendix A of the Science Software Integration & Test 
Lesson, 625-CD-016-002)]. 
2. Check appropriate insertion functions (refer to Response to 

Granule insertion problems). 
3. Check Archive and Inventory databases (refer to Response to 

Granule insertion problems). 
4. Check functions as for other acquires by FTPpush (refer to 

Response to Problems with FTPpush from SDSRV). 

Problems with PDPS plan creation 
and activation 

1. Ensure that FTPpush and inserts are functioning (refer to 
Response to Problems with FTPpush from SDSRV and 
Response to Granule insertion problems). 

2. Examine PDPS run-time directories. 
3. Examine server logs to determine if an e-mail notification was 

sent to the user identified in the subscription. If notification 
was not sent, it may be necessary to restart servers. 

[For detailed instructions refer to the procedures for Viewing logs 
with ECS Assistant (previous section of this lesson) and Start ing 
and Shutting Down S ervers from HP OpenView Procedur e 
(System Administration lesson, 625-CD-004-002).] 
4. Examine server logs to determine if the files were pushed to 

the correct directory.  If there is no entry, it may be necessary 
to restart the server. 

[For detailed instructions refer to the procedures for Viewing logs 
with ECS Assistant (previous section of this lesson) and Start ing 
and Shutting Down S ervers from HP OpenView Procedur e 
(System Administration lesson, 625-CD-004-002).] 
5. Execute cdsping of machines with which DDIST communicates 

from x0dis02. It may be necessary to reboot any machine(s) 
from which there is no response. 

[For detailed instructions refer to procedures for Starting the  ECS 
Monitor  GUI and System Startup a nd Shutdown  (System 
Administration Lesson, 625-CD-004-002).] 

44

625-CD-017-002




General ECS Troubleshootin g (Cont.)


Sympt om/Probl em Respons e 

QA Monitor problems 1. Ensure that the data on which to perform QA are in SDSRV 
(i.e., on x0drg01, look for /dss_stk1/<mode>/<data_type>). If 
the data product is not there, try again after data are inserted. 

2. Examine the server log to ensure that the data query was 
successfully received by SDSRV, and that results were 
returned. If the query was not received and/or the results were 
not returned, it may be necessary to re-initiate the query or 
restart the server. 

[For detailed instructions refer to the procedures for Viewing logs 
with  ECS Assi stant (previous section of this lesson) and Starting 
and Sh utti ng Down Servers f rom HP OpenView Procedur e 
(System Administration lesson, 625-CD-004-002).] 

Problems with FTPpull from SDSRV Making sure that the FTPpull is working ensures that the FtpDis 
and FTPpull Monitor servers are "up" and functioning correctly. 
1. Use the DDIST GUI to determine if DDIST has a request for 

the data and to view the request for pull of the files from 
SDSRV for data processing. 

[For detailed instructions refer to Moni tor  Archive Requests 
Procedur e (Archive Lesson, 625-CD-010-002).] 
2. On the machine to which the files are being sent by FTP, 

execute ls  -l command(s) to determine if the directory to which 
the files are being sent exists. If it does not, execute md 
<directory name> to create it. 

3. Examine the server log for an attempt to write to the directory 
with the result "Permission Denied."  Incorrect permissions can 
be corrected by using a different account with the correct 
permissions, or by having the permissions reset. 

[For detailed instructions refer to the procedures for Viewing logs 
with  ECS Assi stant (previous section of this lesson).] 
4. Determine if there are data in the staging area for the pull. 
5. Examine the server logs to determine the last successful 

communication. 
6. Determine if the FtpDisServer could find the ftp_popen exec. 
7. Execute cdsping of machines with which DDIST communicates 

from x0dis02. It may be necessary to reboot any machine(s) 
from which there is no response. 

[For detailed instructions refer to procedures for Starting the ECS 
Moni tor  GUI and Syst em Startup and Shutdown (System 
Administration Lesson, 625-CD-004-002).] 

Problems with data search functions 1. Ensure that the data for which the search is being conducted 
have been ingested and/or produced and are in SDSRV (i.e., 
on x0drg01, look for /dss_stk1/<mode>/<data_type>). If the 
data product is not there, try again after the data are inserted. 

2. Ensure that V0GTWY is sending a valid isql query to SDSRV. 
3. Ensure that the V0GTWY, DDICT, and SDSRV databases 

match up correctly. 
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General ECS Troubleshootin g (Cont.)


Symptom/Problem Respo nse 

Problems with functions for data 
order by a registered user 

1. Ensure that the order is for data indicated by a successful 
search (refer to Response to Problems with data search 
functions.) 

2. Determine if the user received an e-mail message. 
3. Examine server logs to identify where order failure occurred. 
[For detailed instructions refer to Viewing logs wi th ECS 
Assi stant (previous section of this lesson).] 
4. Examine SDSRV log to determine if SDSRV received the 

request. If there is no entry for the request, it may be 
necessary to restart the server. 

[For detailed instructions refer to the procedures for Viewing logs 
wi th ECS Assist ant (previous section of this lesson) and Starting 
and Shut ting Down Servers from HP OpenView Procedure 
(System Administration lesson, 625-CD-004-002).] 
5. Use the DDIST GUI to determine if there is a DDIST request 

from SDSRV. 
[For detailed instructions refer to Monit or Archi ve Requests 
Procedure  (Archive Lesson, 625-CD-010-002).] 
6. Determine if there are data in the staging area for the pull. 
7. Execute cdsping of machines with which DDIST communicates 

from x0dis02.  It may be necessary to reboot any machine(s) 
from which there is no response. 

[For detailed instructions refer to procedures for Starti ng t he ECS 
Moni tor GUI and Syst em Startup and Shut down  (System 
Administration Lesson, 625-CD-004-002).] 
8. Determine if the request is reflected in the MSS Order Tracking 

database. If it does not appear, it may be necessary to restart 
the order tracking server. 

[For detailed instructions refer to procedures for ECS Order 
Trackin g and Cancel lat ion  (User Services Lesson, 625-CD-013-
002) and Syst em Startup and Shut down  (System Administration 
Lesson, 625-CD-004-002).] 
9. If the order is for an L7 scene, examine the HDF Server log to 

ensure that the HDF server received the request. If there is no 
entry for the request, it may be necessary to restart the server. 

[For detailed instructions refer to the procedures for Viewing logs 
wi th ECS Assist ant (previous section of this lesson) and Starting 
and Shut ting Down Servers from HP OpenView Procedure 
(System Administration lesson, 625-CD-004-002).] 46
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General ECS Troubleshootin g (Cont.)


Sympt om/Problem Response 

Problems starting servers with HP 
OpenView 

1. Use ECS Assist to determine if servers in shared mode are 
running.  If not, it may be necessary to restart them. 

[For detailed instructions refer to the procedures for Using the 
ECS Assis tant Server Monito r (previous section of this lesson) 
and Subs ystem Server Startup / Shut dow n Procedur e (System 
Administration lesson, 625-CD-004-002).] 
2. Determine if the deputy is running (i.e., on x0msh03 or, at 

GSFC, g0msh08, execute ps -ef | grep EcMsAgDeputy ). If it 
is not running, start it from the command line or use ECS 
Assist to start it. 

[For detailed instructions refer to the procedure for Subsystem 
Server  Startup / Shutdown Procedu re (System Administration 
lesson, 625-CD-004-002).] 
3. Determine if the server has the correct .config files. If it does 

not, it may be necessary to re-install them. 
4. Determine if the server can be started from the command line. 

If it cannot, it may be necessary to re-install the server. 
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Cdsbrowse r Screens 
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Monitorin g Custom Servers 

• HP OpenView Mode Mana gement capability 
–	 Integration of Mode Management w ith HP OpenView 

provides capabili ty for server startup and shutdow n 
within ECS modes 

– HP OpenView monitoring capability for server status 

• HP OpenView Log Browser 
– Event details 
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Monitorin g Custom Servers (Cont.) 
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Trouble Ticket (TT) 

• Documentation of system problem s 
• COTS Software (Remedy) 
• Documentation of changes 
• Failure Review Board 
• Emergency fixes 
• Configuration changes → CCR 
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Usin g Remedy 

• Creating and viewing Tr ouble Tickets 

•	 Adding users to Remedy — Database 
Administrator 

•	 Controlling and changing privileges in Remedy — 
Configuration Managem ent Adm inistrator 

•	 Modifying Remedy’s configuration — 
Configuration Managem ent Adm inistrator. 

•	 Generating Trouble Ticket reports — System 
Administrator, others 
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Remedy RelB-User Schema Screen 
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Addin g Users to Remedy 

• Status • Full N ame 

• License Type • Phone Number 

• Login Name • Home DAAC 

• Password • Default Notify Mechanism 

• Email Addre ss • Full Text License 

• Group List • Creato r 
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Changing Privile ges in Remedy 

• Access privileges (for fields) 
– View 
– Change 

• Privilege change methods 
– Change group assignment 
– Change privi leges of a group 

•	 Use Admin  too l to  defin e group  access fo r schemas 
(Remedy databas es) 
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Remedy Admin Tool - Schema List 
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Remedy Admin - Group Access 
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Remedy Admin - Modify Schema 
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Changing Remedy Confi guration 

• User Contact Log, Category 

• User Contact Log, Contact Method 

• Configura tion Ite m (CI) 
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Remedy Admin - Modify Menu 
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Generatin g Trouble Ticket Reports 

• Assigned-to Repor t 

• Average Time to Close TTs 

• Hardware Resource Repor t 

• Number of Tickets by Status 

• Number of Tickets by Priority 

• Review Board Report 

• SMC TT Report 

• Software Resour ce Report 

• Submitter Report 

• Ticket Status Report 

• Ticket Status by Assigned-to 
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Remedy Admin - Reports 
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Operational Work-around 

•	 Managed by the ECS Operations Coordinator  at 
each center 

•	 Master list of work-arounds and associated 
trouble tickets and configuration change requests 
(CCRs) kept in either hard-copy or soft-copy form 
for the operations staff 

•	 Hard-copy and soft-copy procedure documents 
are “red-lined” for use by the operations staff 

•	 Work-arounds affecting multiple sites are 
coordinated by the ECS organizations and 
monitored by ECS M&O Office staff 
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Diagnosin g Network Problems 

•	 Network failures r equire same management as 
other failures 
– Detection of the fault 
– Isol ation of the fault 
– Corr ection of the fau lt 

• Standard troubleshooting tools apply 
– Error  logs 
– Error  detection pr ocesses 
– Diagnost ic  testing 
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Identifyin g Connectivity Problems 

• HP OpenView -- color of connections on m aps 
– cyan: warning 
– yellow: minor 
– orang e: major 
– red: critical 

• HP OpenView Fault Diagnostic Aids 
– Ping 
– Remote Ping 
– Route Ana lysi s 
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Diagnosin g Performance Problems 

• HP OpenView 
– Check inter face traffic 
– Check CPU loading 
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Example of HP OpenView Graphical 
Display of CPU Usa ge 

A B C D E F G H I J K L M 
1 Time CPU Utilization 
2 8:00 1 
3 8:15 9 
4 8:30 15 
5 8:46 26 CPU Utiliz ation 
6 9:02 27 
7 9:15 26 
8 9:30 32 35 

9 9:45 28 
10 10:01 31 
11 10:16 28 30 
12 10:31 31 
13 10:45 29 CPU Utilization 

14 11:01 27 
25

15 11:16 22 
16 11:31 26 
17 11:46 21 
18 12:01 22 20 
19 12:16 16 
20 12:32 17 
21 12:46 13 15 
22 13:02 17 
23 13:16 12 
24 13:30 10 
25 13:45 7 10 

26 14:01 9 
27 14:15 5 
28 14:31 6 5 
29 14:45 3 
30 15:01 4 
31 15:16 5 

0
32 15:30 3 
33 15:47 2 
34 16:01 3 
35 16:16 1 
36 16:30 0 
37 16:47 0 

67 
625-CD-017-002 



Diagnosin g Network Service 
Problems 

•	 If unable to access a network service (e.g., ftp, 
telnet) on a rem ote system, use diagnostic 
procedure 

• General System atic Tr oubleshooting 
– Review  Trouble Ticket 
– HP Open View 

• Look for color aler ts 
• Loc ate re levant host 
• Check network activity, traffic on host 
• Check CPU lo ad on host 
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Viewin g Historical Trends 

• HP OpenView Network Node Manager 
– Data collection 
– Event configurati on 
– Application building 

• Process 
– Establish ba seli nes 
– Build applications to monito r tren ds 
– Establish and refine thresh olds 
– Set up event-tri ggered actions 
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Viewin g Historical Trends (Cont.) 

• HP OpenView Gr apher 
– Viewing of collected information in grap h for m 
– Graphing of combinations of data values 
–	 Viewing data v alues  representi ng diffe rent ins tances of 

data vari ables or differ ent var iables for differ ent nodes 
–	 Viewing data for  selected nodes or view ing al l the data 

in the Data C oll ector database 
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Viewin g Historical Trends (Cont.)


Table 1

ECS MIB Data Collect ion Definitions


MIB Object G roup Resource/Expression 

ICMP 
ICMP%InErrors 

ICMP%InDestUnreachs 
ICMP%OutErrors 

ICMP%OutDestUnreachs 
TCP TCP%InErrors 
UDP UDP%InErrors 

IP 

IP%InHdrErrors 
IP%InAddrErrors 

IP%InUnknownProtos 
IP%InDiscards 

IP%OutDiscards 
IP%OutNoRoutes 

Network Interface 

If%InDiscards 
If%InErrors 

If%InUnknownProtos 
if%OutDiscards 
If%OutErrors 
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Viewin g Historical Trends (Cont.) 

• HP OpenView Event Log Browser 
– List events at or near the time of a pr oblem 
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